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Q. Given a fixed budget, 
how to build a compact model in a cost-efficient way?

Training
Fixed Budget

Compact 
Model

(e.g.,	$300)



Introduction

3

Large Model

Small Model

Training Efficient Inference
(Fixed Model Size)

Small Model
(+Annotated Data)

Distillation
(Soft Label)

Small Model
(Distilled)

vs.

Direct Use

Fixed Budget

More Data

MoreCompute
(GPUs)

Q. Given a fixed budget, 
how to build a compact model in a cost-efficient way?

Strategy 1: annotate more data to directly train a small model
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Q. Given a fixed budget, 
how to build a compact model in a cost-efficient way?

Strategy 2: train a larger model, then distill into a small model
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Trade-Off
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GPT-3.5 as an Annotator

Knowledge Distillation with APIs
(GPT-3 as cheaper annotators*)

*Wang	et	al.,	2022,	Want	To	Reduce	Labeling	Cost?	GPT-3	Can	Help?	
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Knowledge Distillation with APIs
(GPT-3 as cheaper annotators*)

*Wang	et	al.,	2022,	Want	To	Reduce	Labeling	Cost?	GPT-3	Can	Help?	

GPT-3.5 as an Annotator
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Q. Given a limited budget, 
how to invest it to train a compact model 
in an economically efficient manner?

In general, data annotation might not be 

the best practical solution in light of  

cost-efficiency; Scale up, then distill !

✓
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Ann.	:  $1,980 (81.0 F1)

$17,443 (87.5 F1) - max

For the best performance, however, data 

annotation is essential despite its 

inefficiency 
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In general, data annotation might not be 

the best practical solution in light of  

cost-efficiency; Scale up, then distill !

Q. Given a limited budget, 
how to invest it to train a compact model 
in an economically efficient manner?

✓ For the best performance, however, data 

annotation is essential despite its 

inefficiency 

✓

Synthetic data generation using GPT-3.5 

could be cost-efficient compared to 

humans, but still limited

✓ More details and analyses in the paper, 

such as different sizes of  large & 

compact models

✓


